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Abstract

Trade intensity increases the business cycle co-movement among industrial countries. Using annual information for 147 countries for the period 1960-99 we find that the impact of trade intensity on business cycle correlation among developing countries is positive and significant, but substantially smaller than that among industrial countries. Our findings suggest that differences in the responsiveness of cycle synchronization to trade integration between industrial and developing countries are explained by differences in the patterns of specialization and bilateral trade.
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1. Introduction

The recent creation of the European Monetary Union (EMU) has renewed the interest in the economics of currency unions. While such unions may foster trade flows among their members, the sacrifice of an independent monetary policy may also pose important costs, in particular when the correlation between the business cycles of the different member countries is relatively low. But what factors determine such correlation? In the last several years, a number of scholars have focused on the role of one particular such factor, namely the degree of trade integration. As argued by Frankel and Rose (1997, 1998), if currency unions create trade, and trade increases cycle correlation, perhaps countries should not be so concerned with ex-ante lack of business cycle correlation when deciding whether to enter into a currency union.

 Empirical studies for the case of industrial countries (Frankel and Rose, 1997, 1998; Fatás, 1997; Clark and van Wincoop, 2001) provide evidence that higher trade integration does in fact lead to more closely correlated business cycles. But are the lessons derived from the experience of industrial countries useful to help guide policy decisions in developing countries?  We argue that there are reasons to believe that the link between these variables may be weaker among developing countries. The response of business cycle synchronization to trade integration may depend on variables such as differences in structures of production among country pairs (Krugman, 1991), and the extent of intra-industry trade (Fidrmuc, 2002; Gruben et al. 2002; Imbs, 2004). Since these factors may differ for different types of country pairs, the impact trade integration on business cycle correlation may be different as well. 

According to the literature, the impact of trade integration on business cycle correlation could go either way (Frankel and Rose, 1998). On the one hand, if the demand channel is the dominant force driving business cycles, we expect trade integration to increase cycle correlation. For instance, positive output shocks in a country might increase its demand for foreign goods. The impact of this shock on the cycle of the country’s trading partners should depend on the depth of the trade links with each of the partners. On the other hand, if industry-specific shocks are the dominant force in explaining cyclical output, the relationship would be negative if increasing specialization in production leads to inter-industry trade (as usually observed in developing countries). In this case, trade integration leads to specialization in different industries, which in turn leads to asymmetric effects of industry-specific shocks. In contrast, if intra-industry trade prevails (as observed in industrial countries), specialization does not necessarily lead to asymmetric effects of industry-specific shocks, since the pattern of specialization occurs mainly within industries. In summary, the total effect of trade intensity on cycle correlation is theoretically ambiguous and poses a question that could only be solved empirically. However, the important differences in the pattern of trade and specialization among country pairs of different type suggest that the impact of trade integration on cycle correlation among developing countries may differ substantially from that among industrial countries. 

Our paper extends and complements the study of Frankel and Rose (1998) in two dimensions: First, we analyze the impact of trade integration on business cycle correlation not only among industrial countries but also among developing countries, as well as among “mixed” (industrial–developing) country pairs. By working with a sample of 147 industrial and developing countries, we are able to test whether the links between trade intensity and business cycle correlation are different depending on the nature of the countries involved. We expect the impact to differ across groups of countries, due to their different patterns of trade and specialization (i.e. inter- vs. intra-industry trade patterns). Our prior is that trade intensity should have a positive effect on cyclical output correlation among industrial countries, and a smaller (and ambiguous) effect among other country pairs. Following Frankel and Rose (1998), in studying the effects of trade intensity on cycle correlation we take into account the fact that trade intensity itself may be endogenous.

Second, we study the extent to which differences in the response of output correlation to higher trade integration among different groups of country pairs can be attributed to differences in the structures of production and the nature of bilateral trade patterns. In analyzing the role played by these factors, our prior is that the impact of  bilateral trade intensity on output correlation will be larger for country pairs with  similar economic structures and with a larger share of intra-industry trade.

Among our main findings, we have that:

(1) On average, higher trade integration leads to higher business cycle synchronization. This result is robust to changes in the measure of bilateral trade intensity, to the de-trending techniques used to compute cyclical output, or the estimation method (OLS or IV).

(2) Our coefficient estimates suggest that the correlation between cyclical output increases from a starting mean of 0.05 to 0.085 when the bilateral trade intensity increases by one standard deviation.

(3) The impact of trade intensity on business cycle correlation for industrial countries is significantly higher than the one for the sample of developing countries and the sample of “mixed” country pairs. In particular, a one standard deviation increase in our coefficient of bilateral trade leads to a surge in our business cycle correlation from a starting mean of: (a) 0.25 to 0.33 for industrial countries, (b) 0.075 to 0.077 for our sample of mixed country pairs, and (c) 0.031 to 0.052 for our sample of developing countries. Note that result in (a) is similar to the one found by Frankel and Rose (1998) although we are working with a larger sample and different time period.

(4) We find robust evidence of a negative interaction effect between trade integration and an index of asymmetries in the structure of production (which we use as a proxy for the extent of inter-industry trade). As expected, the impact of trade intensity on cycle correlation is larger when countries have similar production structures.

(5) We also find a positive interaction between trade integration and the Grubel-Lloyd index of intra-industry trade. This result implies that the impact of trade intensity on cycle correlation is larger for country pairs with a higher share of intra-industry trade.

(6) We address the issue of how much of the difference in the coefficient estimates between industrial and developing-country pairs is attributed to either asymmetries or intra-industry patterns. Specifically, we find that asymmetries in the structure of production (or specialization) explains approximately 40 percent of the differences in the sensitivity of cycle correlation to trade intensity between industrial and developing country-pair groups, while 30 percent of such differences may be attributed to intra-industry trade patterns.

The rest of the paper is organized as follows. Section 2 provides some theoretical insights regarding the relationship between trade integration and the synchronization of business cycles. Section 3 discusses the data and presents the econometric methodology used in our empirical evaluation. Section 4 discusses the main empirical results and relevant extensions. Finally, Section 5 concludes.

2. Some Theoretical Insights

In order to understand the different channels through which trade intensity can impact business cycle synchronization, we use Stockman’s (1988) decomposition of growth in country i at time t (dlnyit) into the weighted average of industry specific shocks ((kit) —with the weights (ki being approximated by the share of sector k's  output in total output— and an aggregate shock ((it). 

We assume that {(kit} is distributed independently of each other across both sector and time, with sectoral variance (k2; industry shocks are similar across countries ((kit = (kjt), and have the same variance (k2; {(it} is distributed independently over time; and finally {(kit} and {(it} are independent from each other. Hence, the covariance between the growth rates of countries i and j, ((yi ,yj), is:
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where (((i,(j) is the covariance between country-specific aggregate shocks.

According to the literature, the impact of greater trade integration on business cycle synchronization is theoretically ambiguous. Standard trade theory (Heckscher-Ohlin paradigm) predicts that openness to trade would lead to an increasing specialization in production along industry lines, and inter-industry patterns of international trade (as typically observed among developing countries). If business cycles are dominated by industry-specific shocks, (kit, we would expect that higher trade integration, by bringing about deeper specialization, would lead to decreasing business cycle correlations (i.e. we expect a negative correlation between (ki and (kj). Kalemli-Ozcan, Sorensen and Yosha (2001) find another mechanism that will render a negative correlation between trade integration and business cycle correlations. With higher integration in both international financial markets and goods markets, countries should be able to insure against asymmetric shocks through diversification of ownership and can afford to have a specialized production structure. In this case, better opportunities for income diversification induce higher specialization in production, which are associated with more asymmetric business cycles.

On the other hand, if patterns of specialization in production and international trade are dominated by intra-industry trade (as frequently observed among industrial countries), deeper trade links will not necessarily result in deeper specialization along industry lines, as predicted by standard trade theory. In this case, then, industry specific shocks will not necessarily affect different countries more asymmetrically as they become more integrated (see Krugman, 1993). In terms of the model, deeper trade integration does not necessarily lead to a negative correlation between(ki and (kj. Consistent with the intra-industry perspective, it has been shown that an increasing amount of trade is vertical or fragmented and that more of this “back-and-forth” trade might lead to a greater response of the business cycle correlations to higher trade integration (Kose and Yi, 2001).

Finally, higher integration is likely to have an impact on the cycle synchronization by raising the covariance between country-specific aggregate shocks, (((i,(j). First, spillover effects from aggregate demand shocks might increase this covariance. In this case, surges in income in one country might lead to higher demand for both foreign and domestic goods. This effect might be even stronger if trade integration leads to more coordinated policy shocks (Frankel and Rose, 1998).
 Second, higher trade integration might lead to a more rapid spread of productivity shocks through a more rapid diffusion of knowledge and technology (Coe and Helpman, 1995) or via inward FDI and technology sourcing (Lichtenberg et al. 1998). 

In sum, the relationship between trade integration and business-cycle-synchrony is theoretically ambiguous. While the impact is positive if country-specific aggregate shocks dominate business cycles, the effect of trade integration is not clear if industry-specific shocks are the main source of business cycle. In the latter case, the nature of the relationship between trade integration and cyclical output correlations depend on the patterns of specialization in production once the economy is open to international markets. Given the observed patterns of specialization in the world economy, we expect a positive correlation between trade integration and business cycle correlations among industrial countries, and a more ambiguous relationship (i.e. positive and smaller than among industrial countries, and in some cases negative) among industrial-developing country pairs and among developing countries.

3. Data and Methodology

3.1 The Data

The core of our empirical analysis lies on the measurement of both bilateral trade intensity and the bilateral correlations of real economic activity.  Our dependent variable is the degree of business cycle synchronization between countries i and j at period ( (of length T).  To measure this variable, we follow Frankel and Rose (1997, 1998) and compute the correlation between the cyclical components of output for countries i and j. Our measure of real output is the (log of) real GDP in local currency at constant prices, taken from the World Bank’s World Development Indicators. The cyclical component of output in country i (
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Given the lack of consensus about optimal de-trending techniques and for robustness purposes, we use four different procedures to decompose real output into trend and cycle: (a) the quadratic trend model, (b) first-differences, (c) the Hodrick-Prescott (HP) filter, and (d) the band-pass filter. For the discussion of our results the preferred de-trending technique is the band-pass filter proposed by Baxter and King (1999). Unlike other trend-cycle decomposition techniques, this filter takes into account the statistical features of the business cycle.
 


We apply the different filters on the output series over the entire sample period, 1960-99. Once we compute this cyclical component, we calculate the correlation between de-trended output in countries i and j over the entire period (for our cross-section analysis), and correlation coefficients for each decade (for our panel data analysis). According to this measure, higher output correlation between countries i and j implies a higher degree of business cycle synchronization.

The bilateral intensity of international trade between countries i and j in period ( (of length T) is approximated with the following measures: 
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where fi,j,t denotes the amount of bilateral trade flows (exports and imports in US dollars) between countries i and j. Also, Fkt represents total (multilateral) trade —exports and imports— of country k (with k=i,j) in period t (also in US dollars). Note that the numerator in (2) is (1+fi,j,() in order to deal with zero-trade observations, which would otherwise be dropped by taking logs. This is not a problem in studies which focus on industrial countries, since in that case bilateral trade flows are non-zero. In our case, nearly 20 percent of the observations in our panel data set which includes 147 countries have zero trade flows. In order to prevent the loss of these observations, which may contain important information, we add one to the bilateral trade flows, which is one of the standard ways to deal with this problem in the context of gravity models of bilateral trade.
 

In equation (2), we compute 
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 as the ratio of bilateral trade flows between countries i and j divided by the sum total trade flows (exports and imports) of countries i and j. Our second measure, 
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, is the ratio of bilateral trade flows between countries i and j to output in both countries (Yi,t and Yj,t, respectively). The bilateral trade data are taken from the International Monetary Fund's Direction of Trade Statistics, whereas nominal and real GDP data are taken from the World Bank's World Development Indicators.  We gather annual data for the 1960-99 period on bilateral trade flows for the 147 countries in our sample (see appendix I for our list of countries), and we used exports FOB and imports CIF in order to construct the measures specified in equation (2).
 

A typical problem of bilateral trade data is that export flows from country i to country j are not necessarily equal to import flows of country j from country i. In this case, we have always relied on the data reported by the country with higher income in the country-pair. Since it is not clear whether it is more appropriate to build the measures of trade intensity normalizing by trade or total output, we conduct our econometric tests using both. Hence, we compute averages over the annual data for the 1960-99 period (for our cross-sectional analysis) and for each decade (for our panel data analysis). Our discussion of the results will mainly focus on the bilateral trade figures normalized by output since it captures with more accuracy the effective degree of integration between two countries.
 

In order to extend and complement the evidence presented by Frankel and Rose (1998), we also analyze the impact of intra-industry trade intensity on business cycle synchronization by constructing the Grubel-Lloyd (1975) measure of intra-industry trade between countries i and j, GLIi,j:


[image: image7.wmf](

)

÷

ø

ö

ç

è

æ

+

-

-

=

å

å

k

k

j

i

k

j

i

k

k

j

i

k

j

i

j

i

m

x

m

x

GLI

,

,

,

,

,

1



(3)

where  
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are exports from country i to country j and imports from country i to country j, respectively, and k represents an index over industries. Our data on intra-industry trade has been obtained from the World Trade Analyzer assembled by Statistics Canada compiled and documented by Feenstra (2000). Here, we use the SITC 4-digit level bilateral exports and imports for our sample of 147 countries. For a more detailed description of the data, see Feenstra (2000). We should note that we only have annual data for our Grubel-Lloyd measure of intra-industry trade for the 1980-98 period. Hence, we compute averages for the almost 20 years of data for our cross-section sample and decade-averages for our panel data sample. 

Finally, to test the robustness of coefficient estimate of trade intensity to the inclusion of possible omitted variables, we include a proxy of differences in the economic structures of the different economies. Similarities in the structure of production imply that industry-specific shocks tend to have similar effects on aggregate fluctuations across national borders. Evidence shows that these shocks will generate higher degree of business cycle synchronization among regions with similar production structures rather than among regions with asymmetric structures (Imbs, 2001; Kalemli-Ozcan et al. 2001; Imbs, 2004).

Similarities in the structure of production are approximated using the absolute value index suggested by Krugman (1991). Letting 
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 denote the GDP shares for industry k in countries i and j (k=1,2,...,N industries), we compute an index of asymmetries in structures or production ASPi,j,( (averaged over period (  of length T) as 
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. The higher the value of ASPi,j,(, the greater the difference in industry shares between countries i and j and, therefore, the greater the differences in structures or production. We measure industry specialization using the 9-sector classification from the 1-digit level ISIC code and the data was obtained from the World Bank and UNIDO. The ASP index is computed over the 1960-99 period, however, due to the lack of availability for some countries, the panel data information on this variable is not balanced —especially for developing countries.
3.2 Empirical Strategy

We have collected annual data for 147 countries over the 1960-99 period on both real GDP and bilateral trade. Using the annual data for the 1960-99 period, we compute the cyclical component of real output. Then we compute the (de-trended) output correlation between countries i and j over period ( of length T. We analyze two samples: First, a cross-sectional sample of country pairs for the period 1960-99. There, we compute the correlation coefficient over the whole sample period and we averaged our annual data on bilateral trade intensity over the 40 years of data. Second, we analyze a panel data sample where we split our 40 years of data into four equally sized parts: 1960-69, 1970-79, 1980-89, and 1990-99. There, we compute the output correlations and average the annual data on bilateral trade over each of the decades.

3.2.1 The Regression Framework

In order to test the impact of trade integration (approximated by coefficients of bilateral trade intensity) on business cycle synchronization (measured by the correlation between cyclical outputs), we run the following panel regression equation:
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where 
[image: image14.wmf])

,

(

C

j

C

i

y

y

r

 denotes the business cycle correlation between countries i and j over time period ( (of length T=10 years), 
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 is the average bilateral trade intensity between countries i and j over time period (, either normalized by trade (K=F) or output (K=Y), and ASPi,j,( is the measure of industry specialization. In addition, (i,j represent country-pair specific effects, while (( are time-effects which are proxied by decade dummies.

There are two reasons why we prefer this specification including country-pair fixed effects. First, including country-pair fixed effects allows us to control for all the time-invariant, country-pair specific variables which may have an impact on output correlation. For example, a pair of countries may be very proximate and subject to common natural disasters such as hurricanes or floods. Alternatively, both countries in the pair may have a very high degree of trade intensity with the same third country, and through this channel their outputs may be highly correlated. These factors, as well as other omitted variables, will be captured by the country pair fixed effect. But perhaps more importantly, including the country pair fixed effects leads us to focus on the time-series dimension and, thus, on the right policy question. What we want to know is what happens to output correlation between a pair of countries when bilateral trade intensity among them increases. This is not exactly the same as asking whether country pairs with higher bilateral trade intensity have higher output correlation than other country pairs, which is the question answered by the cross section regressions. As Glick and Rose (2002) have argued convincingly in their analysis of the impact of monetary unions on trade, the former – and not the latter -- is the right policy question. 
Our main interest lies on the sign and the magnitude of the slope coefficient (. If industry shocks are the dominant source of business cycles and openness to trade leads to complete specialization (as Heckscher-Ohlin would predict), we would expect ( to be negative. On the other hand, if industry shocks lead to vertical specialization (and, therefore, more intra-industry trade), or if global shocks dominate economic fluctuations then we would expect ( to be positive.

A problem with equation (4) is that, as discussed earlier, trade intensity itself may be endogenous. Higher output correlation could encourage countries to become members of a currency union, which in turn could lead to increased trade intensity (Frankel and Rose, 1998, 2002; Rose and Engel, 2002). Alternatively, both of our variables of interest, namely output correlation and trade intensity, could be explained by a third one, such as currency union, which at the same time reduces transactions costs in trade flows, and links the macroeconomic policies of their members. Hence, countries joining a currency union might exhibit a positive correlation between trade integration and business cycle synchronization. In this context, running an OLS regression for equation (4) would yield biased and inconsistent estimates for (.  Given the problems mentioned above, we need instruments for the bilateral trade intensity in order to estimate ( consistently. Following Frankel and Romer (1999), we use the gravity model of bilateral trade to motivate our choice of instrumental variables. Based on Wei (1996) and Deardorff (1998), we specify the following regression for bilateral trade:
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 is our measure of bilateral trade flows country i to country j either normalized by trade (K=F) or output (K=Y), dij is the distance between countries i and j (in logs), and Bij is a dummy variable equal to one for countries that share a common border. We expect that bilateral trade between countries i and j will increase if their outputs increase, if they are closer in distance, and if they share a common border. Furthermore, we include an indicator of geographical remoteness for countries i and j that measures how far each country lies from alternative trading partners —REMi and REMj, respectively.

Finally, the matrix Z comprises other variables that are used in the empirical literature of the gravity equation model of trade. Here, we include other standard controls in this literature such as the initial population and area in countries i and j, number of islands and landlocked countries in the (i,j) country pair, dummies for common geographical region, common language, common colonial origin, and common main trading partner.

4. Empirical Assessment

In this section, we present our empirical assessment on the relationship between trade integration and business cycle synchronization for the sample of all country pairs. As we stated in section 3, we have annual data on output and bilateral trade for 147 countries over the 1960-99 period. To measure our dependent variable, we compute the cyclical component of real GDP over our sample period using different de-trending techniques, then we compute the business cycle correlation between countries i and j over a given span of time. In this case, we split the 1960-99 period into four equally-sized sub-periods, and we are able to compute a total of 33,676 bilateral output correlations 6232 for the 1960s, 7753 for the 1970s, 10127 for the 1980s, and 9564 for the 1990s). Likewise, our annual data on bilateral trade intensity is averaged over each decade to be compatible with our regression framework.

4.1 Descriptive Statistics

In Table 1 we present averages and standard deviations of the variables involved in our analysis: cycle correlation, trade intensity and asymmetries in production structures. In panel I of Table 1 we show averages of our measures of business cycle synchronization. We find that the correlation of output cycles for all country pairs over the period 1960-99 is 0.05. On the other hand, outputs are more correlated among industrial country pairs than any other group of country pairs regardless of the detrending technique used. For instance, band-pass filter estimates shows that output correlation is 0.254 for industrial country pairs, 0.075 for mixed industrial-developing country pairs, and 0.031 for developing country pairs. Note that when comparing output correlation measures, we find that the ones obtained using the quadratic trend have a small degree of association with the ones obtained with other filters (between 0.37 and 0.41). On the other hand, output correlations obtained with the other filters are highly correlated among them. Specifically, the first-differenced output correlations has a degree of association of 0.77 and 0.78 with the Hodrick-Prescott and band-pass filtered output correlations; while the latter two measures of output synchronization have a correlation of 0.94. From now on, our discussion will be centered on the results using the band-pass-filtered output correlations for the reasons mentioned in section 3.1.

In addition to more correlated outputs, industrial country pairs, not surprisingly, also exhibit much higher bilateral trade intensities than country pairs of mixed industrial-developing countries or country pairs of developing economies, whether these trade intensities are normalized by output or by trade (see panel II of Table 1).
  They also exhibit more similar production structures, with an index of production asymmetries that is about one third of that corresponding to the other two country pair groups, and a much higher degree of intra-industry trade (see panel III of Table 1). 

4.2 Regression Analysis

Before moving on to our regression analysis, we present simple correlations between our measures of output synchronization and bilateral trade intensity for each of the country-pair groups, as well as the sample as a whole. The idea is to provide a rough first look at the main question addressed in this paper: Is the link between output correlation and bilateral trade intensity different for different groups of countries? Whether we focus on the cross-section data, or the pooled panel data, the answer to our question seems to be a resounding yes. In the case of the pooled panel data, the correlation between our two variables of interest is about five times larger in the case of industrial countries (0.269), compared to the other two groups of country pairs (0.044 and 0.052 for mixed and developing country pairs when normalizing by output, respectively). The results suggest that, while countries with higher trade linkages tend to display more synchronized business cycles for all groups of countries, the association is much stronger in the case of industrial countries

While the results of the simple correlations support our priors, they are merely suggestive. First, the simple correlations present evidence of the association between our variables of interest, but association does not necessarily imply causality. If the arguments regarding endogenous optimal currency areas are going to carry some weight, association is not enough, it is necessary to show that higher trade intensity leads to higher output correlation. Second, in the simple exercise conducted above we have not controlled for other factors that may explain the degree of business cycle correlation such as, for example, the degree to which the production structures are similar across countries. These issues are addressed next, when we present the results of our regression analysis. The discussion will focus on the estimates of our parameter of interest ( in equation (4). After presenting results using different estimation techniques for the sample of countries as a whole (section 4.2.1), in section 4.2.2 we will come back to our main question: are developing countries any different? Finally, section 4.2.3 will explore the channels for these different results across country-pair groups, emphasizing the role of production asymmetries, as well as the intra- or inter-industry nature of the countries’ trade. 

4.2.1 All Country-Pairs

In Table 2, we start by presenting our OLS estimates of equation (4) for the sample of countries as a whole. The regressions in the last two columns include a control for the index of production asymmetries which, as expected, is negative and significant (i.e., more asymmetries implies a lower output correlation). This result is similar to the one found by Imbs (2004), where patterns of specialization have a significant effect on cycle correlation.  We want to focus our discussion on the lower panel of the Table, where we work with panel data, and include country-pair fixed effects. 
Table 2 suggests that, regardless of the model we use, there is a positive and significant relationship between bilateral trade intensity and output correlation. The panel coefficient estimate for bilateral trade intensity (normalized by output) in our baseline regression for the sample of all country pairs (0.014) suggests that if our measure of bilateral trade intensity doubles, then the output correlation will increase by 0.0098.
 Perhaps a more convenient way to interpret the results is that a one standard deviation increase in the coefficient of bilateral trade intensity will be associated with an increase in output correlation from an initial mean of 0.05 to 0.085 when bilateral trade is normalized by total trade, and to 0.083 when normalized by output.
  On the other hand, the coefficient estimate for trade intensity remains positive and significant if we add the index of production structure asymmetries in our baseline regression, while the latter variable is negatively associated with cycle correlation. 

Before exploring whether the results differ across different country-pair groups, it is important to address an important methodological issue: the problem of endogeneity of bilateral trade intensity. As discussed above, the association between trade intensity and cycle correlation could be due to reverse causality (trade intensity explained by monetary union explained by output correlation), or to both variables being explained by a third one (for example, monetary union) omitted from the model. In this context, the OLS estimates presented above would be biased and inconsistent. Hence, we need to find instruments for bilateral trade in order to estimate our coefficient of interest more consistently. We take advantage of the vast literature on the gravity equation of international trade in order to choose our set of instruments for the bilateral trade intensity (Frankel and Romer, 1999).

Following the literature, bilateral trade intensity between countries i and j is instrumented with the following variables: distance between countries i and j, remoteness of countries i and j, output, population, and area of both countries, dummy variables for common border, common geographical region, common language, colony, dummy for regional free trade agreement, number of islands in the (i,j) country pair, and number of landlocked countries in the (i,j) country pair. Except for the dummy variables, the determinants are expressed in logs. 

Our results for the gravity model of bilateral trade (i.e. first stage regressions) are presented in Table 3. In general, we find that countries that share a common border, that are closer in distance and have trading partners that are farther away from the rest of the world, are members of the same region, speak the same language, have the same colonial origin and the same common main trading partner, higher population, and engage in regional free trade agreements, trade more intensively.

On the basis of these first stage results, in panel II of Table 2 we present our IV estimates of equation (4), for the cross -section and panel data samples of all country pairs. In comparison to the OLS results (panel I of Table 2), the coefficients for the bilateral trade intensity appear larger in magnitude in the IV regressions. But the estimates confirm that higher bilateral trade intensity leads to higher output correlation. In this case, in the last regression presented in the Table (panel data with country-pair fixed effects, including production asymmetries as a control variable), an increase in the bilateral trade intensity of one standard deviation starting from the sample mean would increase the bilateral output correlation from 0.05 to 0.085 (when we normalize bilateral trade intensity either by total trade or by total output).
 

While our results suggest that the impact of trade intensity is positive and significant, it is much smaller than in Frankel and Rose (1998), who find that a one standard deviation increase in bilateral trade intensity raises cycle correlation from 0.22 to 0.35. This suggests that the impact may be smaller in the case of developing or mixed country pairs, which were absent in the Frankel and Rose paper. Next, we investigate whether the effects are different for different types of country pairs.

Finally, we find that the index of asymmetries in structures of production enter our regressions with a negative and significant coefficient regardless of the sample of country-pairs used (with the exception of the industrial country pair sample) and the estimation technique applied. Again, using the IV panel data estimation, we can argue that a one standard deviation decline in our index of asymmetries would increase the cycle correlation from 0.05 to 0.11 for the sample of all countries.
 

4.2.2 Are developing countries any different?

In Table 4 we present a set of regressions in which the bilateral trade intensity is interacted with slope dummies corresponding to country pairs of industrial countries, (IND,IND), country pairs of developing countries (DEV,DEV), and mixed pairs of industrial and developing countries (IND,DEV).
 Therefore, we can obtain separate coefficients for trade intensity for each country-pair group. Our OLS and IV estimation results are presented for the augmented model —which includes production asymmetries as a control variable— using our cross-section and panel data samples. From now own, we will present only the results with bilateral trade normalized by output and discuss only the panel data estimates. We should remark that the results with bilateral trade normalized by total trade are qualitatively similar. 

Based on the estimates reported in Table 4, we find that the impact of trade intensity on output correlation is larger among industrial country-pairs (North-North) than among any other group of country pairs. This result holds regardless of the sample used (cross-section vs. panel data), the measure of trade intensity, or the estimation method (least squares vs. instrumental variables. On the other hand, the impact on trade intensity of cycle synchronization is larger among mixed industrial-developing country pairs (North-South) than among developing country pairs (South-South) in the cross-section regressions, while the result is converse when we use the panel regressions. On the other hand, the coefficient estimate of asymmetries in production structures in the IV regressions is always negative and significant.

When analyzing our panel data results we find that the coefficient estimate for trade intensity is positive and significant for both industry and developing country pairs. However, the estimate for trade intensity among (IND,DEV) countries is not significant. The trade intensity coefficient estimate for (IND,IND) country pairs is almost 10 times larger than the one for (DEV,DEV) country pairs in our least squares regressions. However, this difference is reduced to approximately 4 times when using IV estimates. 

According to our least squares estimates, a one standard deviation increase in trade intensity relative to output would increase the cycle correlation among industrial country pairs from 0.254 to 0.391 (=0.254+0.093x1.47) and among developing country pairs from 0.031 to 0.054 (0.031+0.010x2.38).  As we mentioned before, the gap between industrial and developing country pairs estimates narrowed when we instrument for trade intensity. Hence, using our panel IV estimates and normalizing bilateral trade by total output we find that one standard deviation increase in the measure of bilateral trade intensity from the initial mean will generate an increase in output correlation: (a) from 0.254 to 0.332 (=0.254+0.054x1.46) among industrial country pairs, (b) from 0.075 to 0.077 (=0.075+0.001x1.23) among mixed industrial-developing country pairs, and (c) from 0.031 to 0.052 (=0.031+0.015x1.39) for developing country pairs.
 

From these results there are two important implications relative to previous studies. First, our finding for industrial countries is very similar to the results in Frankel and Rose (1998). Second, our regression results confirm our priors: The impact of trade integration among developing countries is still positive and significant. Finally, we reject the null of equal coefficients for trade intensity of industrial- and developing-country pairs. In fact, the coefficient for developing country pairs is significantly smaller.
  

4.2.3. Production Structure Asymmetries, Intra-Industry trade, and the link between trade intensity and cycle correlation

In the previous section, we presented evidence suggesting that the link between trade intensity and cycle correlation is stronger in the case of industrial countries. In the conceptual discussion in the introduction, we discussed some ideas regarding the reasons why the link would be weaker in country pairs involving developing countries. Specifically, we expected the effect to depend on the pattern of trade and specialization in the country pair. Developing and mixed country pairs were expected to have more asymmetric production structures, and a lower degree of intra-industry trade (these expectations were confirmed by the descriptive statistics presented in Table 1). In these country pairs, increased trade intensity was expected to lead to increased specialization in different industries, which in turn would lead to asymmetric effects of industry-specific shocks. In contrast, in the case of industrial countries, increased trade intensity may lead to intra-industry specialization, in which case industry-specific shocks may affect both countries in the pair in the same way. In this section, we will explore the role of production asymmetries, and intra-industry trade, in an explicit way. In addition, we will discuss the extent to which the differences found between industrial country pairs and developing country pairs can be attributed to these factors.

4.2.3.1. Production structure asymmetries

In our previous regression analysis, we have included the index of production asymmetries as a control variable. However, as argued above, similarities in the production structure may affect the nature of the impact of trade integration on cycle correlation, since similar economies are more prone to show a pattern of intra-industry specialization. These considerations suggest the convenience of adding an interactive term, in order to look at complementarities between production asymmetries and trade intensity. Thus, equation (4) is modified as follows:
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(5)

We expect the coefficient for the interaction term ( to be negative and significant, suggesting that the impact of trade integration should be weaker among countries with dissimilar production structures. 

The results of the regressions, in which we also include production asymmetries as a control variable, are reported in panel I of Table 5. Consistent with our prior, we find evidence of a negative and statistically significant interaction effect between trade intensity and asymmetries in economic structures.  This result is robust to the bilateral trade measure used and estimation technique applied. Hence, the higher the extent of the asymmetries in economic structures, the lower the change in output correlation that follows a positive surge in trade. In addition, the index of asymmetries enters separately with a negative and significant coefficient in all the regressions.

The panel IV regression estimates suggest that if the index of production asymmetries is equal to 0 (countries in the pair with identical production structures), the estimated impact will be given by the coefficient of bilateral trade intensity, which is equal to 0.035. At the mean of production asymmetries for the whole sample of country pairs (corresponding to an index of 0.399, according to Table 1), the estimated impact would be 0.021 (= 0.035 – 0.037*0.399). Our results also suggest that the impact of trade intensity on cycle correlation could even become negative for a pair of countries that are sufficiently dissimilar. Specifically, the impact would turn negative for country pairs for which the index of production asymmetries is greater than 0.96. It is worth noting, however, that while the index of production asymmetries could potentially vary between 0 and 2, only 7% of the country pairs have an index above the 0.96 threshold (and none of these correspond to industrial country pairs).

To what extent do differences in production asymmetries account for the differences across country groups in the impact of trade intensity on cycle correlation reported in Table 4? To answer this question, recall from Table 1 that the mean of production asymmetries corresponding to industrial country pairs is 0.133, while the mean corresponding to developing country pairs is 0.393. This suggests that the estimated coefficient for the impact of trade intensity on cycle correlation would be 0.03 (= 0.035–0.037*0.133) for industrial country pairs, and 0.021 (= 0.035–0.037*0.393) for developing country pairs. We should note that the estimate for industrial country pairs is smaller than the one reported in Table 8 (0.035 vs. 0.054), while it is slightly larger for developing country pairs (0.021 vs. 0.015). 

These simple calculations suggest that differences in production structure asymmetries seem to account for almost 40 percent of the differences between industrial country pairs and developing country pairs regarding the estimated impact of a given change in trade intensity on cycle correlation.

4.2.3.2. Intra-Industry Trade

The results of the previous section suggest that the difference between industrial and developing country pairs regarding the link between trade intensity and cycle correlation can be traced to differences in the pattern of specialization across country pairs. The 9-sector index of production asymmetries used above, however, is a very rough measure of specialization. In this section, we conduct a similar exercise, using the Grubel and Lloyd index of intra-industry trade in place of the index of production asymmetries. An advantage of the index of intra-industry trade is that it is built on the basis of much more disaggregated (four-digit SITC) trade data.
 An important disadvantage, however, is that the index of intra-industry trade is available only for the last two decades of our sample. This translates into only two data points per country pair, which limits the precision with which we estimate our panel data coefficients that, as argued above, are the ones that provide answers to the “right policy question”. 


In order to check the role of intra-industry trade in the link between trade intensity and cycle correlation, we run a modified version of the model in equation (5), replacing the index of production asymmetries by the index of intra-industry trade. This analysis extends and complements empirical evidence for industrial economies (Fidrmuc, 2002; Gruben, Koo and Millis, 2002) and for East Asia (Shin and Wang, 2002, 2003).  These authors find that output correlation is higher in country pairs with a higher degree of intra-industry trade.

Here, we run the following regression equation:
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In contrast to the case of the production asymmetries, here we expect ( in this framework (the parameter associated to the interaction between trade intensity and intra-industry trade)  to be positive and significant. As in the case of the analysis of production asymmetries, the model includes a separate intra-industry trade term, to control for the direct effect of this variable on cycle correlation. The results are presented in panel II of Table 5.


The coefficient for the interactive term, (, is always positive and significant; however, the magnitude of the effect varies substantially depending on the model.  On the other hand, the coefficient of bilateral trade in the IV regression —which represents the impact of inter-industry trade for GLI equal to zero— is negative but statistically not different from zero.

Focusing on the last regression in this Table (IV, panel data, using total output to normalize bilateral trade), the impact of trade intensity on cycle correlation could potentially vary between 0.011 (for countries with no intra industry trade) and 0.05 (for country pairs with an GLI index of 1).
 

To what extent are differences across groups of countries explained by differences in intra-industry trade? According to Table 1, the index of intra-industry trade averages 0.208 for industrial country pairs, and 0.009 for developing country pairs. In the case in which total output is used to calculate trade intensities, this translates into an estimated impact of 0.019 for industrial country pairs, and 0.011 for developing country pairs. These coefficients are not strictly comparable to those of Table 4 (which are estimated for the full four-decade sample period); however, we re-estimate the corresponding equation of Table 4 for the period 1980-99 and found that the coefficient estimate for international trade integration was 0.015 for developing country pairs and 0.042 for industrial country pairs.
  These results suggest that approximately 30% of the differences between country pair groups can be accounted for by differences in the index of intra-industry trade. 

5. Conclusions

While several authors find that trade intensity increases cycle correlation among industrial countries, there are reasons to believe that this could be different among developing countries and among industrial-developing country pairs. Different patterns of specialization and bilateral trade among country pairs involving developing countries suggest that, in these cases, the impact of trade intensity on cycle correlation should be weaker, and of ambiguous sign.

In this paper we have attempted to provide an exhaustive analysis of the impact of trade integration on business cycle synchronization. We provide an efficient estimate for this effect (thanks to the use of the gravity equation for international trade). We assess the nature of the relationship between trade integration and output correlation for different samples of country-pairs and we include interaction effects between trade intensity and direct sectoral linkages.

First, looking at the whole sample, we find that countries that have closer trade linkages exhibit higher output co-movement. This result is robust to changes in our measures of bilateral trade and cyclical output, as well as the estimation method chosen. An economic interpretation of this result yields an increase in business cycle correlations from 0.05 to 0.085 if the bilateral trade intensity increases in one standard deviation. 

Second, the impact of trade integration on cyclical output correlation among industrial countries is higher than the impact among developing countries and the impact for industrial-developing country pairs. A one standard deviation increase in bilateral trade intensity (normalized by total output in countries i and j) raises cyclical output correlation from 0.25 to 0.33 industrial countries, a result that is of the same order of magnitude as that found by Frankel and Rose (1998). On the other hand, the same increase in bilateral trade (when normalized by output) would lead to a negligible increase in output correlation from 0.075 to 0.077 for the industrial-developing country pairs, while it increased from 0.031 to 0.052 for developing country pairs.

Third, we find robust evidence of interaction effects between trade intensity and asymmetries in the economic structures across countries. After we account for these asymmetries, we find that a one standard deviation increase in bilateral trade (normalized by output) would raise output correlations from 0.05 to 0.08 for the full sample of country pairs. Also, a similar shock would increase the output correlation from 0.25 to 0.3 among industrial countries, and from 0.03 to 0.06 among developing countries.  Fourth, we find that the response of output correlation to trade integration is higher in country pairs with a higher degree of intra-industry trade. This result is robust to the measure, specification or estimation technique used, and it is consistent with the findings of Gruben et al. (2002) and Fidrmuc (2002). Our estimates suggest that, after accounting for the degree of intra-industry trade, a one standard deviation increase in bilateral trade (normalized by output) would raise output correlations from 0.05 to 0.07. A similar shock would increase the output correlation from 0.25 to 0.282 among industrial countries, and from 0.03 to 0.047 among developing countries. 

Finally, we find that a significant part of the difference in the impact of trade intensity on business cycle synchronization between industrial and developing-country pairs is explained by differences in the structures of production and the degree of intra-industry trade.  When we evaluate their interaction with trade intensity separately, our results suggest that approximately 40 percent of these differences can be attributed to asymmetries in structures of production, whereas 30 percent can attributed to the extent of intra-industry trade.
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	Table 1
	
	
	
	

	Trade Intensity and Cycle Synchronization: Summary Statistics   1/
	

	Full Sample of Country Pairs, 1960-99
	
	
	

	 
	 
	 
	 
	 

	De-trended Output
	All Country
	 Selected Country Pairs 

	Correlation using:
	Pairs
	(IND, IND)
	(IND, DEV)
	(DEV, DEV)

	
	
	
	
	

	I. Business Cycle Synchronization
	
	
	
	

	  - Quadratic Trend (QT)
	0.065
	-0.557
	0.260
	-0.559

	
	(0.56)
	(0.56)
	(0.56)
	(0.56)

	  - First Differences (1D)
	0.037
	-0.372
	0.226
	-0.390

	
	               (0.37)
	             (0.39)
	                   (0.37)
	               (0.37)

	  - Hodrick-Prescott (HP)
	0.059
	-0.389
	0.252
	-0.391

	
	               (0.39)
	             (0.39)
	                    (0.39)
	               (0.38)

	  - Band-Pass Filter (BP)
	0.050
	-0.378
	0.254
	-0.375

	
	               (0.38)
	            (0.37)
	                  (0.38)
	              (0.37)

	
	
	
	
	

	II. Bilateral Trade Intensity    2/
	
	
	
	

	
	
	
	
	

	2.1.  Ratios
	
	
	
	

	  - Normalized by Trade
	-9.12
	-5.72
	-8.73
	-9.67

	
	               (2.49)
	             (1.42)
	                    (2.23)
	               (2.47)

	  - Normalized by Output
	-9.66
	-6.58
	-9.37
	-10.09

	
	               (2.36)
	             (1.47)
	                    (2.12)
	               (2.38)

	2.2.  Instrumented Ratios (IV)  3/
	
	
	
	

	  - Normalized by Trade
	-8.84
	-6.46
	-9.04
	-8.92

	
	               (1.60)
	             (1.54)
	                    (1.41)
	               (1.57)

	  - Normalized by Output
	-9.36
	-7.33
	-9.54
	-9.41

	
	               (1.41)
	             (1.46)
	                    (1.23)
	               (1.39)

	
	
	
	
	

	III. Intra-Industry Trade and Asymmetries  
	
	
	

	
	
	
	
	

	Grubel-Lloyd Index of Intra-Industry
	0.022
	0.208
	0.029
	0.009

	  Trade  4/
	               (0.07)
	             (0.17)
	                    (0.06)
	               (0.04)

	
	
	
	
	

	Asymmetries in Structures of 
	0.399
	0.133
	0.446
	0.393

	  Production (9 Sector)    5/
	               (0.22)
	             (0.07)
	                    (0.23)
	               (0.21)

	 
	 
	 
	 
	 

	1/ In this Table we report the mean of the variable. The number in parenthesis below the mean is the standard deviation. On the  other hand, we denote (IND,IND) as the country pairs of industrial countries, (DEV,DEV) are the country pairs of developing countries, and (IND,DEV) represent mixed country pairs of industrial and developing countries.

	2/ The coefficient of bilateral trade intensity is computed according to equation (6), expressed in logs.

	3/ Instrumented averages are the adjusted values of the first stage regression presented in Table 3.

	4/ The Grubel-Lloyd (1975) measure of intra-industry trade computed according to equation (7).

	5/ The 9-sector index of asymmetries in the structures of production takes into account the asymmetries between countries j and k in the 9 sectors described by the 1-digit level ISIC code. See equation (8).


	Table 2
	
	
	
	
	
	
	
	
	

	Trade Intensity and Cycle Synchronization: Regression Analysis
	
	
	

	Full Sample of Country Pairs, 1960-99
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	
	
	Cross-Section
	Panel Data  1/

	Variable
	 
	Baseline
	 
	Augmented
	 
	Baseline
	 
	Augmented
	 

	
	
	
	
	
	
	
	
	
	

	I. LEAST SQUARES
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	1.1 Bilateral Trade Normalized by Total Trade

	  Bilateral Trade Intensity
	5.49E-03
	**
	4.82E-03
	**
	0.0142
	**
	0.0123
	**

	
	
	(10.03)
	
	(8.50)
	
	 (11.85)
	
	         (8.98)
	

	  Asymmetries in the Structure

  of Production
	…   
	
	-0.0490
	**
	…   
	
	-0.0168
	

	
	
	
	(4.45)
	
	
	
	(1.23)
	

	
	
	
	
	
	
	
	
	
	

	  Number of Observations
	7993
	
	7470
	
	17721
	
	14109
	

	
	
	
	
	
	
	
	
	
	

	1.2 Bilateral Trade Normalized by Total Output

	  Bilateral Trade Intensity
	5.50E-03
	**
	4.86E-03
	**
	0.0138
	**
	0.0126
	**

	
	(10.54)
	
	(8.90)
	
	 (11.74)
	
	 (9.15)
	

	  Asymmetries in the Structure
	…   
	
	-0.0511
	**
	…   
	
	-0.0260
	**

	  of Production
	
	
	(4.74)
	
	
	
	(1.96)
	

	
	
	
	
	
	
	
	
	

	  Number of Observations
	8567
	
	7781
	
	19511
	
	14664
	

	
	
	
	
	
	
	
	
	
	

	II. INSTRUMENTAL VARIABLES   1/  2/

	
	
	
	
	
	
	
	
	
	

	2.1 Bilateral Trade Normalized by Total Trade

	  Bilateral Trade Intensity
	7.41E-03
	**
	4.73E-03
	**
	0.022
	**
	0.015
	**

	
	
	(7.03)
	
	(4.16)
	
	(9.27)
	
	(4.91)
	

	  Asymmetries in the Structure

  of Production
	…  
	
	-0.267
	**
	…  
	
	-0.297
	**

	
	
	
	(7.39)
	
	
	
	(4.23)
	

	
	
	
	
	
	
	
	
	
	

	  Number of Observations
	7485
	
	6977
	
	12423
	
	9792
	

	
	
	
	
	
	
	
	
	
	

	2.2 Bilateral Trade Normalized by Total Output

	  Bilateral Trade Intensity
	8.17E-03
	**
	6.39E-03
	**
	0.025
	**
	0.019
	**

	
	
	(7.30)
	
	(5.30)
	
	(9.89)
	
	(5.85)
	

	  Asymmetries in the Structure

  of Production
	…  
	
	-0.260
	**
	…  
	
	-0.292
	**

	
	
	
	(7.44)
	
	
	
	(4.37)
	

	  Number of Observations
	8025
	
	7263
	
	13565
	
	10205
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Numbers in parenthesis below the estimated coefficients represent their t-statistics. * (**) reflects significance at  10 (5) percent. 1/ The measures of bilateral trade intensity are instrumented with the distance between countries j and k, a dummy for common border, remoteness of countries j and k, population, and area in both countries, number of islands and landlocked countries in the pair, and dummies for common geographical region, language, and colonial origin, and common trading partner. Note that all panel data regressions include decade dummies. 2/ See the results  of the first stage regression in Table 3.


	Table 3
	
	
	
	
	
	
	
	

	First Stage Regressions: Gravity Equations
	
	
	
	
	

	Dependent Variable: Bilateral Trade Intensity between countries j and k
	
	
	
	
	

	Full Sample of Country Pairs, 1960-99
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 

	
	Normalized by Total Trade
	Normalized by Total Output

	Variable
	Cross-Section
	Panel Data
	Cross-Section
	Panel Data 

	
	
	
	
	
	
	
	
	

	Constant
	-20.87
	**
	-9.12
	**
	-13.84
	**
	-4.45
	**

	
	(23.27)
	
	(6.41)
	
	(14.83)
	
	            (3.25)
	

	Distance (in logs)
	-2.02
	**
	-0.99
	**
	-2.07
	**
	-1.04
	**

	
	           (29.56)
	
	(30.03)
	
	(29.55)
	
	(33.88)
	

	Border Dummy
	-0.04
	
	0.98
	**
	-0.04
	
	0.81
	**

	
	(0.17)
	
	(9.85)
	
	(0.15)
	
	            (8.83)
	

	Remoteness Country j
	0.79
	**
	-2.28
	**
	1.94
	**
	-2.21
	**

	
	(1.95)
	
	(25.37)
	
	(4.57)
	
	(25.40)
	

	Remoteness Country k
	-0.91
	**
	-1.16
	**
	1.10
	**
	-0.80
	**

	
	 (2.23)
	
	 (12.92)
	
	(2.68)
	
	(9.22)
	

	Population Country j (logs)
	1.08
	**
	7.81
	**
	1.01
	**
	7.61
	**

	
	(27.26)
	
	 (32.21)
	
	(25.59)
	
	 (32.99)
	

	Population Country k (logs)
	0.92
	**
	7.06
	**
	0.78
	**
	5.53
	**

	
	 (26.50)
	
	 (31.50)
	
	(21.75)
	
	 (25.99)
	

	Area Country j (logs)
	-0.19
	**
	-0.40
	**
	-0.34
	**
	-1.56
	**

	
	 (5.69)
	
	 (2.77)
	
	 (10.43)
	
	 (11.42)
	

	Area Country k (logs)
	-0.12
	**
	-0.31
	**
	-0.22
	**
	-0.71
	**

	
	 (4.00)
	
	 (2.34)
	
	 (7.39)
	
	 (5.97)
	

	# Islands (j,k)
	0.42
	**
	0.28
	**
	0.21
	**
	0.22
	**

	
	 (4.07)
	
	 (6.59)
	
	 (2.01)
	
	 (5.26)
	

	# Landlocked Countries (j,k)
	-1.15
	**
	-1.00
	**
	-1.23
	**
	-0.85
	**

	
	 (12.40)
	
	 (28.51)
	
	 (12.74)
	
	 (25.46)
	

	Common Region
	0.06
	
	0.49
	**
	-0.07
	
	0.30
	**

	
	 (0.42)
	
	 (9.25)
	
	 (0.48)
	
	 (6.09)
	

	Common Language
	0.37
	**
	0.30
	**
	0.50
	**
	0.30
	**

	
	 (2.48)
	
	 (5.49)
	
	 (3.29)
	
	 (5.75)
	

	Common Colonial Origin
	0.82
	**
	0.63
	**
	0.68
	**
	0.53
	**

	
	 (5.77)
	
	 (11.95)
	
	 (4.75)
	
	 (10.80)
	

	Common Main Trading Partner
	0.73
	**
	0.74
	**
	0.77
	**
	0.73
	**

	
	 (3.44)
	
	 (7.41)
	
	 (3.33)
	
	 (7.51)
	

	Observations
	7485
	
	12575
	
	8025
	
	13809
	

	R**2
	0.32
	
	0.42
	
	0.26
	
	0.35
	

	 
	 
	 
	 
	 
	 
	 
	 
	 

	Numbers in parenthesis below the estimated coefficients represent their t-statistics. * (**) reflects significance at 10 (5) percent.


	Table 4
	
	
	
	
	
	
	
	

	Regression Analysis: Are Developing Countries different?   1/
	
	
	

	Full Sample of Country Pairs, 1960-99
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	
	
	Least Squares
	Instrumental Variables 2/

	
	
	Cross-
	
	Panel  
	
	Cross-
	
	Panel  
	

	Variable
	Section
	 
	Data 3/
	 
	Section
	 
	Data 3/
	 

	
	
	
	
	
	
	
	
	
	

	Bilateral Trade Intensity
	
	
	
	
	
	
	
	

	
	(IND, IND) pairs
	1.01E-02
	
	0.093
	**
	0.030
	**
	0.054
	**

	
	
	           (0.79)
	
	 (6.96)
	
	 (4.19)
	
	 (3.53)
	

	
	(IND, DEV) pairs
	6.13E-03
	**
	3.07E-03
	
	5.92E-03
	**
	1.42E-03
	

	
	
	           (3.45)
	
	 (1.16)
	
	 (2.06)
	
	 (0.25)
	

	
	(DEV, DEV) pairs
	3.04E-03
	**
	0.010
	**
	4.06E-03
	**
	0.015
	**

	
	
	           (4.69)
	
	 (5.93)
	
	 (2.73)
	
	 (3.87)
	

	
	
	
	
	
	
	
	
	
	

	Asymmetries in the Structure
	-0.0357
	**
	-0.018
	
	-0.246
	**
	-0.328
	**

	   of Production
	           (2.61)
	
	 (1.32)
	
	 (5.08)
	
	 (4.34)
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	Numbers in parenthesis below the estimated coefficients represent their t-statistics. 

	* (**) implies significance at the 10 (5) percent level.
	
	
	
	
	

	1/ Here we report the coefficient estimate of bilateral trade intensity for industrial country pairs, (IND,IND), mixed industrial- developing country pairs, (IND,DEV), and developing country pairs, (DEV,DEV). We also include additive dummies for (IND,IND) and (DEV,DEV) along with the constant. Although these results are not reported, they are available upon request.

	2/ Measures of bilateral trade intensity and asymmetries in the structure of production between countries j and k are instrumented using the distance between them, a dummy for common border, remoteness of countries j and k, population and area in both countries, number of islands and landlocked countries in the pair, and dummies for common geographical region, language,  colonial origin and common trading partner.

	3/ All panel data estimates also include country-pair effects and dummies for decades.


	Table 5
	
	
	
	
	
	
	
	

	Trade Intensity and Cycle Synchronization: Are Developing Countries different?
	

	Full Sample of Country Pairs, 1960-99
	
	
	
	
	
	
	
	

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 

	
	
	Least Squares
	Instrumental Variables 1/

	
	
	Cross-
	
	Panel 
	
	Cross-
	
	Panel 
	

	Variable
	Section
	 
	Data 2/
	 
	Section
	 
	Data 2/
	 

	
	
	
	
	
	
	
	
	
	

	I. Trade Intensity and Asymmetries in Production Structures
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Bilateral Trade Intensity
	7.20E-03
	**
	0.019
	**
	0.015
	**
	0.035
	**

	
	
	 (5.43)
	
	 (6.09)
	
	 (5.37)
	
	 (5.63)
	

	Bilateral Trade Intensity * Asymmetries

in Production Structures
	-7.25E-03
	**
	-0.022
	**
	-0.021
	**
	-0.037
	**

	
	 (2.58)
	
	 (2.84)
	
	 (3.19)
	
	 (2.28)
	

	Asymmetries in Production Structures
	-0.123
	**
	-0.242
	**
	-0.284
	**
	-0.364
	**

	
	
	 (3.31)
	
	 (3.06)
	
	 (3.65)
	
	 (2.35)
	

	
	
	
	
	
	
	
	
	
	

	II. Trade Intensity and the role of Intra-Industry Trade
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	

	Bilateral Trade Intensity
	6.36E-03
	**
	0.0136
	**
	-0.0194
	**
	0.0110
	

	
	
	 (5.17)
	
	 (4.44)
	
	 (3.91)
	
	 (1.31)
	

	Trade Intensity * Grubel-Lloyd Index of
	2.83E-03
	**
	0.0144
	**
	0.0204
	**
	0.0389
	**

	Intra-Industry Trade
	 (5.74)
	
	 (4.85)
	
	 (6.07)
	
	 (4.00)
	

	Grubel-Lloyd Index of Intra-Industry
	9.51E-06
	
	4.76E-06
	
	7.37E-05
	
	8.08E-03
	**

	 Trade
	 (0.62)
	
	 (0.09)
	
	 (0.13)
	
	 (3.36)
	

	
	
	
	
	
	
	
	
	
	

	Numbers in parenthesis below the estimated coefficients are t-statistics. *(**) implies significance at 10(5) percent level.

	1/ Measures of bilateral trade intensity and asymmetries in the structure of production between countries j and k are instrumented using the distance between them, a dummy for common border, remoteness of countries j and k, population and area in both  countries, number of islands and landlocked countries in the pair, and dummies for common geographical region, language, colonial origin and common trading partner.

	2/ All panel data estimates also include country-pair effects and dummies for decades.


* Calderón: World Bank (� HYPERLINK "mailto:ccalderon@worldbank.org" ��ccalderon@worldbank.org�); Chong (� HYPERLINK "mailto:albertoch@iadb.org" ��albertoch@iadb.org�) and Stein (� HYPERLINK "mailto:ernerstos@iadb.org" ��ernerstos@iadb.org�): Inter-American Development Bank. Comments by Alejandro Micco, Klaus Schmidt-Hebbel, anonymous referees, the editor, Enrique Mendoza, and seminar participants at the North American Econometric Society Summer Meetings are greatly appreciated. Virgilio Galdo, Gianmarco Leon, and Josefina Posadas provided excellent research assistance. Corresponding author: Chong, Research Department, Stop B-900, Research Department, Inter-American Development Bank, 1300 New York Ave., NW, Washington, DC 20577, USA, Tel (202) 623-1536, Fax (202) 623-2481. The ideas expressed in this paper are those of the authors, and do not necessarily reflect those of the World Bank or the Inter-American Development Bank or their corresponding executive directors. The standard disclaimer applies.


� In the presence of fiscal consolidation or more coordinated monetary policies, the impact of spillovers from aggregate demand is even larger.


� Note that although we used the band-pass filter as our preferred de-trending technique, the results that we will present in sections 4 and 5 are robust to any of the four trend-cycle decomposition techniques used in this paper. Results are available from the authors upon request.


� See, for example, Eichengreen and Irwin (1998). We should note, however, that dropping the zero observations (i.e., not adding unity to the bilateral trade flow) does not change the results in any significant way.


� Although there was data for imports FOB on the IMF’s Direction of Trade Statistics, the data availability was more limited. That is, it represents at most 20 percent of the coverage with imports CIF. 


� For example, the share of bilateral trade to total trade between countries i and j could be very high (say, for a pair of remote countries). However, both could have a small external sector and, therefore, the share of bilateral trade to their outputs could be very small.


� For a given country pair (i,j), the remoteness of country i is defined as � EMBED Equation.3  ���. Stein and Weinhold (1998) argue that this measure complies with several desirable properties for a measure of remoteness.


� Note that the unit of increase that we will use in our economic interpretation is a one standard deviation which is conventionally used in most studies in this strand of the literature (e.g. Frankel and Rose, 1998).  As we observe, the standard deviation computed for the trade intensity indicator in the regression sample yields the following: (a) Using the actual values of trade intensity ratios, we have that trade ratios among developing countries are more volatile than among industrial economies (2.4 vs. 1.5, when normalized by trade). (b) Using the instrumented values of the trade intensity ratios (after adjusting for scale and geographic variables), the differences are smaller and the volatility of the adjusted ratio for industrial country pairs (1.46) is slightly larger than the volatility of trade among developing countries (1.39).


� Since our trade measures is in logs, if the coefficient doubles —that is, it increases by ln(2)=0.69— the output correlation increases by 0.014*0.69=0.0098.


� The increase in output correlation is obtained by multiplying the coefficient estimate and the standard deviation of bilateral trade intensity measure. In the case of the coefficient of bilateral trade normalized by trade, we have that the increase in output correlation is equal to 0.05+0.014*2.49=0.085. For bilateral trade normalized by output, the increase in output correlation is equal to 0.05+0.014*2.36=0.083. Note that 0.014 is the estimated panel coefficient for our baseline regression in Table 2, while 2.49 and 2.36 are the standard deviations of the bilateral trade intensity coefficients for the full sample normalized by trade and output, respectively (see Table 1).


� Calculated as  0.05+0.0217*1.60=0.085 (when normalized by trade) and to 0.05+0.0248*1.41=0.085 (when normalized by output). Note that 1.6 and 1.41 are the standard deviations of the instrumented values  of the bilateral trade intensity ratios (see Table 1) and the panel coefficient estimates are reported in Table 2.


� This effect is obtained by multiplying the estimated coefficient -0.2923 (Table 2) and the standard deviation of the asymmetries in structures of production 0.22 (Table 1). 


�  In this set of regression, we also include a dummy for (IND,IND) and (IND,DEV) country pairs along with the constant. We robustly find that the coefficient estimate for the additive dummy (IND,IND) and (DEV,DEV) are positively and negatively significant, respectively. This implies that, on average, cycle synchronization among mixed (IND,DEV) country pairs is larger than among (DEV,DEV) country pairs and smaller than among (IND,IND) pairs. These results are available from the authors upon request.


� The interpretation for the coefficient of asymmetries in production structures (ASP) is the following: a one standard deviation decline on the asymmetries in structures of production among industrial country pairs would increase the output correlation by 0.02 (-0.328 x -0.07) and among developing countries would raise by 0.07 (-0.328 x -0.21). In this calculation, we use the standard deviation of ASP reported in Table 1 corresponding to the samples of industrial and developing country pairs.


� See the standard deviation of the instrumented bilateral trade normalized by output in Table 1 and the IV panel estimates in the last column of Table 4.


� Test results are available from the authors upon request.


� The panel correlation between the Grubel-Lloyd index of intra-industry trade and the 9-sector index of production asymmetries is -0.20.


� Note that 0.05 is the sum of the coefficient of trade intensity and that corresponding to the interactive term. Also, in contrast to the case of production asymmetries, in which the results were nearly identical, here it makes a difference if we normalize using total trade. The impact would range between -0.003, for country pairs with no intra-industry trade to 0.051, for country pairs with an index of 1).


� When reestimating the regressions in Table 4 for the period 1980-99 the results are qualitatively similar. The regressions are not reported but are available from the authors upon request.
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